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Abstract

This paper provides useful guidelines to pract#gimsnwho investigate causality-in-mean
and/or causality-in-variance within a trivariates®m by means of the two-step procedure
proposed by Cheung and Ng (Journal of Economett36) and modified by Hong (Journal
of Econometrics, 2001). Specifically, this studyghlights cases that can mislead the
researcher into reporting false causal relationgrghe variables under scrutiny. The results
of Monte Carlo simulations reveal the seriousnelsshe problem. Finally, an empirical
application that investigates causality-in-mean agnthree major European stock markets
illustrates the proper procedure to follow for emtrinference.
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1. Introduction

The investigation of causal relations between foman variables is crucial for most
participants in the international money marketsar@er (1969) introduced the concept of
Granger causality between two (groups of) variableggeneral, a variable Granger causes
another variable when past information of the farimsenecessary to obtain optimal forecasts
for the latter. Since the seminal work of Grangd®6Q), a number of alternative
methodologies have been developed to test for @razaysality within a system of variables.
Most of these methodologies are designed to examhi@esxistence of either causality-in-
mean or causality-in-variance.

One of the Granger causality tests available in lilegature is the two-step procedure
proposed by Cheung and Ng (1996) and modified bygH@001). The proposed test statistic
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has two important characteristics that make itative to practitioners First, it is based on

simple univariate models and thus it avoids themedton of complicated multivariate

models. Second, it can be used to test for botkatdéyrin-mean and causality-in-variance.
On the other hand, this causality test is (by aoiesibn) suitable for bivariate system of
variables.

The test statistic can be used in the context system of more than two variables.
However, in this case researchers should be camdfeh interpreting the results of the test to
avoid reaching false conclusions. Misleading resate likely to arise in the presence of a
"leading” variable that Granger causes two varmlkthe system. In order to clarify this
point, assume a system of three variables, xsay>: , X3), wherexs; Granger causes boki
andxy;, while there is no causality betweanandx. In this case, it is likely that the two-step
causality test will erroneously indicate the existe of bidirectional causality betwern and
Xzt A different case that can also mislead the rebearto false conclusions arises when
Granger causes onkg, while there is contemporaneous correlation betwgeand xy;. In
this case, the causality test might erroneouslycatd thatx;; Granger causesy. In both
scenarios, the problem arises from the fact that ttho-step causality test is based on
(estimated) univariate models that ignore the ef¢&s; onx;; andxx. Thus, one of the main
advantages of the test, that is the estimation iofple univariate models instead of
multivariate models, can become a serious disadgantFortunately, there exists a simple
way to overcome this problem. The solution requitest the effect oks on x;; and Xy is
filtered out when modeling; andx.

This paper first uses a simple theoretical exartgplaghlight the problem and explain the
dynamics that cause the two-step causality teshdccate the existence of false causal
relations when implemented to a trivariate systéifterwards, by means of Monte Carlo
simulations, this study attempts to identify thei@esness of the problem. Moreover, the
study proposes a simple way to ensure that thertexp@by the test) causality between two
series is correct. Finally, the proper procedurétiow for correct inference is illustrated in
an empirical application that investigates caugatitmean among three major European
stock markets. It is important to note that thisdgt does not address the issue of omitted
variables nor it questions the good performandheicausality test of Cheung and Ng (1996)
and Hong (2001).

The rest of the paper is organised as follows.i&e& briefly describes the causality test
proposed by Cheung and Ng (1996) and modified bpgH®001). Section 3 describes a
theoretical example to highlight cases that cad keaincorrect conclusions about causality
between two variables. The main findings of a Mdd&lo simulation experiment, aiming at
examining the size and power properties of thedidistics under consideration, are reported
in Section 4. Section 5 presents an empirical exarapd finally Section 6 concludes the
paper.

2. Thetwo-step causality test

Cheung and Ng (1996) introduced a method to testtfe existence of Granger causal
relations in either the mean or the variance of é&nes, sayx(; , Xt). The method has two
stages. In the first stage, univariate time-semeslels are estimated for both series under
scrutiny, i.e.

! Among others, Speight and McMillan (2001), Bhad &tamori (2005) and Inagaki (2007) base their ssidin
this two-step methodology.
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X1t = P1t T 01t €1¢
Xot = HUpt + Ozt €2¢

where ey and ex are two zero mean, independent white noises with vwariances. This
specification allows for time variation in both tlenditional means and the conditional
variances. The univariate ARMA models with GARCHegification in the conditional
variance are special cases of this representation.

In the second stage, the researcher can test)foalfsality-in-mean based on the sample

cross-correlations of the standardised resid{é&ls= T fie = 1,2) and/or (ii) causality-in-
Lt

variance based on the sample cross-correlationshef squared standardised residuals
(elt' i=1 2)

Let 4;;,i = 1,2 be either the standardised residugjs(for the causality-in-mean test) or
the squared standardised residuggs(for the causality-in-variance test). Then the glam
cross-correlation function @f;, andii,, (P, »(k)) is given by the following formulas:

~ C12(k)
P12 (k) = L2
JC1,1(0) *Cy 0)
where
(T r _ _ _
Z [(u1t tye) * (Qpeoi — Uz ) ke 2 0
Clz(k = { t=k
\r" z ks 1[(ﬁ1t+k —Tge) * (flge — Uap)], k < 0

T is the sample sizey,, is the sample mean af, and(;;(0) is the sample variance of
‘ait,i = 1,2

The test statistic proposed by Cheung and Ng (1838 following:
S =T Xk pf (k) (1)

It can be shown that asymptoticafifollows aXy_;,, distributiorf. If we setj = 1 thenS
can be used to test whether Granger causes;;.. Under the null hypothesis, there is no
Granger causality fromy to xi;. On the other hand, we can use T Y;1_,, pZ, (k) to test
whetherx;; Granger causes:.

Hong (2001) modified thé& statistic by introducing a weighting scheme foe gample
cross-correlation at each lag. The proposed staissthe following:

TZ; 11k2( )*ﬁu(]) Ci7(K)

Ql = m (2)

where C;(k) = ]r=-11( ) * kz( ) Dir (k) = X1 (1 ——) (1 - %) * k4(£) and k (j/M)
is a weighting functioh Under the null hypothesis of no Granger causadityl some
appropriate regularity condition®; follows asymptotically a N(0,1) distributiin

2 Small sample versions of the statistic are alsilavie.

¥ When Hong (2001) calculates the cross covariaot#é®e (squared) standardised residuals, heiisg@mndii,,
equal to their theoretical value which is zero {gniA small sample version of the statistic isoadwailable.
*SandQ;, are one-sided tests and upper-tailed criticalesmkhould be used.
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In most casesQ): generates qualitatively similar results irrespesdii of the weighting
function used. On the other hand, the number cds=omrrelations used in the calculation of
both aforementioned statistics, determinedMhyyis important especially for S. Cheung and
Ng (1996) argue thd¥l should be large enough to include the largest @mngample cross-
correlations. However, a lardé is likely to impose a cost in terms of the effioig of S (as
argued by Hong, 2001). The utilization of a weightfunction make§): less sensitive to the
value of M. In practice, researchers should check the robastof their findings across
alternative values d¥1. More information about the two statistics carfdaend in Cheung and
Ng (1996) and Hong (2007)

3. A theoretical example
Consider the following zero-mean and stable VARbYel:

X1t-1
Xot—1

X3t—1

ai; 0 aq3
0 ay; az;
0 0 as;

X1t Vit
Xot

X3t

+ | V2t

Vst

or equivalently in matrix notation:
Xt = AXt—l + Vt

whereV, is zero-mean white noise process with covarianceixnay, that isV; (0, Zv) (Zv
=g, 1,] =1, 2, 3) andE(V;Vs) = 0 when t# s°. Assume that a researcher wants to examine
the existence of causality-in-mean between theethagiables of the model based on the S (or
Q) statistic. In the context of this model, thereéscausality betweex; andx,. In order to
investigate causality betweesm andxy, the researcher first fits a univariate model ache
one of the series, sa&y = a; X1 + Ui, | = 1, 2. It is straightforward to see that= aj3Xs.1+Vit,

i =1, 2. Consider the following two cases:

Casel (agz# 0): It is easy to rewritel, i = 1, 2as follows

0
Uy = Vi + aakslv i=1,2
it — Vit i3433 3t—k» )
k=1

The cross-correlations betweep andu,, are:

0
p-1 p+2k .
.(a23a33 013 + 13073033 z az;  ifp<o0

0
_ 2k if o
E(ultuZt—p) = 012 ta13033033 z a3 ifp=20

p+2k

[oe]
p—1 .
ka13033 023 T Q13023033 Z Oa33 ifp>0

Case 2 (ag3 = 0):1t is easy to rewrites, i = 1, 2as follows

® See also Van Dijlet al. (2005) for an examination of the effect of struatibreaks in volatility on the size
properties of the two-step test statistics.
® In order to avoid unnecessary complications, élimmple assumes homoscedastic innovations.
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Ujp = Ve + QzV3¢-1, 1=1,2
The cross-correlations betweep andu,, are:

012 + 413033033 if p=0

_ a13023 ifp=1
E(ultuZt_p) "~ ) ax3om3 ifp=-1
0 if lpl >1

It is clear that in both cases the cross-corratatizetween,, andu,,z, are in general non-
zero although there is no causality betwggrandx,. Therefore, the utilization of th& (or
Q) statistic will erroneously indicate the existermiecausality between; and X. This
happens because the researcher ignored the efffibet heading” variablexs;, on bothx;; and
X2t When fitting a model to describg; andxx. More specifically, whernxs; Granger causes
both x;; andxy; andxs; is excluded from the estimated models fgrandxx, the tests will
probably indicate the existence of bidirectionalgality betweerx;; andxy. This scenario is
described in Figure 1 (Panel A). Moreover, the sfo@rrelations calculated above reveal a
different scenario that might lead to false infeenAssume that; Granger causes only (say)
Xzt (1.e. @23 # 0 andays = 0), while there is also contemporaneous coiogldietweernks and
X1t (i.e. 013 # 0). In this casdz(uy; ux+1) is different from zero and thus the test statssthight
indicate thatx;; Granger causes:. This scenario is described in Panel B of Figurdt is
obvious that the possibility of having this kind iteractions that can lead to incorrect
conclusions increases with the number of variabreter scrutiny.

The aforementioned example concentrates on testomg causality-in-mean. It is
straightforward to think of an example that hightgy the same problem when testing for
causality-in-variance by means of the same stedis@nce again, the presence of a "leading"
variable can cause similar problems and lead wefabnclusions. Fortunately, it is easy to
obtain reliable results by simply including lags tbe "leading" variable in the estimated
models forx;; andxx. The researcher should then repeat the causesitytd check whether
there is any true causality betwegnandxy:.

4. Monte Carlo ssmulations

The simple theoretical example described in th&ipus section aimed at highlighting cases
that can mislead the researcher into reporting fedaisal relations among the variables under
scrutiny. This section reveals the size of the [gobby means of Monte Carlo simulations.
The experiment is based on two different Data Gaimey Processes (DGPs). The first one,
DGP - 1 is used to examine the behavior of the two-sipsality tests when testing for
causality-in-mean, while the second oB;P - 2 is used to examine the behavior of the
statistics when testing for causality-in-variantie.general, the experiment examines three
different cases for the sample sizél = 500, 1000 and 2000 observations).

4.1. Causality-in-mean

Assume a system of three variables, say X, X3;). The system is assumed to be complete,
i.e. there are no omitted variables. The first Mo@arlo experiment uses the following DGP
to generate random samples:
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X1¢ 0.1 0.5 0 ag3][¥1t-1 et
DGP — 1: |X2¢t| = [0.1|+ |0 0.5 ay3||X2et-1|+ |€2t
X3t 0.1 0 0 azzllXse-1 €3t

where

el‘t = 4/ hitzl‘t,i = 1, 2, 3
hit = 0.001 + O'6hit—1 + 0'331'215—1

DGP - 1describes a VAR(1)-GARCH(1,1) process. It is easgee that undddGP - 1, if
a13% 0 andays # 0, X3 causes (in mean) boxh andxy, while there is no causality between
and Xz Thus,xs; plays the role of the "leading” variable in thigeriment. Finally, under
DGP - 1there is no causality-in-variance between thecthiegiables.

A set of different values for the parameter®@P - lis considered. The experiment is based
on 2000 replications for each case under exammatio each replication both statisticS (
and Q) are considered to examine all the different bralt causalities between the three
variables of the system. The results, reportecainlds 1-3 can be summarised as follows:

1. The two statistics behave qualitatively sim{lsege Tables 1 and 2 for tig andS statistic
respectively).

2. When examining the causal relations betwegeand eitherxy; or xx, the performance of
the statistics is very good. More specifically, th@wver of the statistics to indicate that
causes bothx;; andxy is 100% in almost all the cases considered in eék@eriment, while
when testing for causality from eitheg or Xy to X3 the empirical size of the statistics is close
to the nominal one of 5%. We should note howevat @ is slightly oversized while S is
slightly undersizeyi

3. Both statistics suffer from severe size distmigi when testing for causality betwegnand

Xzt Even when the causal effectaf on the other two variables of the system is neddyi
weak (i.e.a;3 = a3 = 0.2),Q; rejects the true null hypothesis of no causalidyrfxy to x;; in
12% of the cases (T = 500). As expected, the sigmrtions of the statistics increase
substantially as the causal effect>gf on the other two variables of the system becomes
stronger (i.e. asy3 and/orays increase). Moreover, the size distortions of ttagisics are
higher for larger samples. For example, the siz@,ahcreases from 55.2% to 83% when the
sample size increase from 500 to 1000 observatwhena;; = ay3 = 0.5). Finally, the size
distortions of the statistics increase with thesgtence of the "leading" variable (see Table
3). For example, whei = 500, Q; erroneously indicates causality fraxg to x;: in 15%,
55.2% and 92.9% of the cases fgyequal to 0.2, 0.5 and 0.8 respectively.

Fortunately, the severe size distortions of the $tatistics can easily be cured by including
the lag of the "leading" variableg, in the estimated models fagf; andxx. As soon axs IS
included in the univariate specification of both and xx, the effect ofxs; on the other
variables is filtered out and the empirical sizellw statistics is close to the nominal one of
5% (see Table 4).

" For brevity, the tables report the results foestld cases. Critical values for thandQ; statistic are obtained
from theX? and standard Normal distribution respectively.
8 We would like to thank an anonymous referee faniing this out to us.
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4.2. Causality-in-variance

The second experiment is properly designed to exancausality-in-varianceDGP — 2
considers a system of three variables, say, &, Xa), which is assumed to be complete, i.e.
there are no omitted variablé&3GP -2 is as follows

DGP—ZZXL't = 0.1+€it, i = 1,2,3
eir = hitZit zi ~N(0,1)
h?, = 0.1+ be%_; + die?,_,
h3, = 0.1+ bye?,_; +dye?_,
h3; = 0.1 + bzeZ,_,

UnderDGP -2, x3 causes (in variance) both andxx (given thatd; # 0 andd, # 0), while
there is no causality betwegn andxy. A set of different values for the parameter®GP -
2 is considered. For brevity, Tables 5 and 6 (PAhekports the results fap;, andSfor only
three of the cases examined. The results of atigenspecifications are qualitatively similar.
The findings are in general similar@&5P —1 and can be summarised as follows:

1. When examining the causal relations betwegrand eitherx;; or Xy, the size and power
properties of the statistics are very good. Spealiff, the power of the test to indicate that

causes botky; andxy is almost 100%, while the empirical size of thst tevhen examining
the effect ofxy; or xor 0N x3) is close to the nominal one of 5% (both statsstice marginally
oversized).

2. The tests suffers from severe size distortiohemtesting for causality betwersn andxa:.

The size distortions are slightly higher Q5. The behavior of both statistics deteriorates as
the sample size increases. Moreover, the sizertigise ofQ; andSincrease substantially as
the causal effect ofs; on the other two variables of the system becortresger (i.e. asl;
and/ord, increase).

3. Similar toDGP -1, the size distortions of the statistics disapgeee Panel B of Table 5
and 6) as soon as the effectxgfon bothx;; andxy is filtered out by including sufficient lags
of e2, in the conditional variance specificationxaf andxa;.

In summary, the results of the simulations show Wlaen examining a trivariate system
with the presence of a "leading" variable (gaythat Granger causes the other two variables
(sayxyt andxz), the S andQ; statistics suffer from severe size distortions.réspecifically,
the two test statistics have the tendency to eously indicate the existence of bidirectional
causality betweery; andxz. A simple way to overcome this problem is to filteit the effect
of Xa: onXxy; andxy in the univariate specification &f; andxa.

The implication of the findings of this study fompirical applications is as follows:
whenever a researcher investigates the existencaushlity-in-mean or causality-in-variance
within a system of three variables based on eifher Q;, she has to be very cautious when
interpreting the results. To be more specific, thiady suggests that whenever the test
statistics indicate (i) bidirectional causality Wween two variables (say; andxx) and (ii) the
existence of a third variable (s&y) that Granger causes both andxy, the researcher must
proceed in further investigation of the relationtvien x;; and X.. In order to verify that
causality between these two variables is corrbetrésearcher must repeat the causality tests
by filtering out the effect ofs; on Xy andxy in their univariate specification.

° Similarly, alternative distributions, such as tkdistribution, could be considered fzt
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5. An empirical example

This section presents an empirical example thastilhtes the proper procedure to follow for
correct inference when performing a causality asialypased on either tf&®or theQ; test.
The application examines causality-in-mean amomgstock market returns of three major
European countries, namely Austria, France and @eymThe analysis is based on daily
stock market returns calculated as the logarithdifference of the corresponding stock
market indeX’. The period under investigation spans from 04/0002to 28/11/2014 resulting
in a total of 3,702 observations.

Initially, an AR(p)-GARCH(1,1) model is fitted inaeh series where p is large enough to
capture the autocorrelation pattern of the setieshe second stage of the analysis, @he
statistic is calculated based on the standardiesttluals of the three estimated models to
examine the existence of causality-in-mean betwhermmarkets under scrutiny. The results,
reported in Panel A of Table 7, reveal a numbetanfsal relations. The results suggest that
Germany causes both Austria and France. Keepingimd the results of the simulations
reported in the previous section, we should cheblkther the reported causality between
Austria and France is deceptive and caused byfteet ® Germany on these two markets. It
turns out that this is the case. Panel B of Tabileports the results of the causality tests when
a lag of the German stock return is included inrttaels of Austria and France. It is clear
that the test finds no signs of causality betweastda and France.

The empirical analysis described in this sectioa Emple example of a situation where
the researcher can be misled to false conclusfastseiignores the point raised in this study,
that is, in the context of trivariate system ofighles, the existence of a "leading" variable
that Granger causes the other two variables ofsyflstem can (if not taken into account)
mislead the two-step causality test to erroneoustiicate the existence of false causal
relations.

6. Conclusions

This study highlights cases that can mislead tleestep procedure proposed by Cheung and
Ng (1996) and modified by Hong (2001) into repagtifalse causal relations among the
variables of interest. More specifically, the stddguses on the size and power properties of
the two causality tests in the context of trivaiaglystems. Initially, a theoretical example
illustrates cases that can mislead the test statistto reporting false causal relations among
the variables under examination. This can happehefsystem under scrutiny contains a
"leading” variable (says) that Granger causes two of the variables of ylseem (sayi; and

X2t), While there in no causality betwern andxy. In such a case, the test statistics have the
tendency to erroneously indicate the existenceidifdztional causality betweex; and Xy
Afterwards, a set of Monte Carlo simulations reval size of the problem. The test statistics
seem to suffer from severe size distortions timé¢restingly, increase with the sample size.
These findings have important implications for engal works. This paper highlights the
need for careful examination of empirical resultsfobe reaching final conclusions.
Fortunately, in a trivariate system, there is ap@mway to find out whether the reported
causality between two variables is true or faldee Tesearcher should simply filter out the
effect of the "leading" variable when modelxgandx,:.

9 Data source: Yahoo Finance.
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Table 1.Percent rejections of §1“No causality” (Q;-statistic, DGP-1p35=0.5)"

T=500
Xar— Xy X1— Xz Xa— Xy X1 Xz Xar— Xz Xor— Xz
3= 05=0.2 12.0 10.5 99.5 7.2 99.7 6.3
3= 05=0.5 55.2 52.9 100.0 6.2 100.0 5.9
o3~ 05=0.8 81.8 81.0 100.0 5.9 100.0 5.6
T=1000
Xo— Xy Xy— Xy Xa— Xy Xy— X Xar— Xy Xo— X
oy3= 05=0.2 17.3 17.3 100.0 6.9 100.0 6.6
015= 0:=0.5 83.0 82.7 100.0 6.7 100.0 5.8
015= 0:=0.8 98.5 98.0 100.0 5.5 100.0 5.3
T=2000
Xar— Xy X1— Xz Xa— Xy X1 Xz Xar— Xz Xor— Xz
015= 0:=0.2 26.9 26.8 100.0 6.5 100.0 7.0
015= 0:=0.5 98.2 98.9 100.0 6.2 100.0 6.6
o3~ 05=0.8 100.0 100.0 100.0 5.9 100.0 5.9

Table 2.Percent rejections of §1“No causality” (S-statistic, DGP-1¢33=0.5)*

T=500
Xar— Xy X1— Xz Xa— Xy X1 Xz Xar— Xz Xor— Xz
13— (123=O.2 6.8 6.5 97.8 51 98.5 49
3= 05=0.5 31.9 30.7 100.0 4.9 100.0 4.0
3= 05=0.8 58.2 57.0 100.0 5.1 100.0 3.8
T=1000
Xo— Xy Xy— Xy Xa— Xy Xy— Xz Xar— Xy Xo— X
015= 0:=0.2 9.3 9.3 100.0 5.3 100.0 4.4
015= 0:=0.5 62.8 62.1 100.0 4.7 100.0 4.5
015= 0:=0.8 90.6 89.8 100.0 4.2 100.0 4.6
T=2000
Xar— Xy X1— Xz Xa— Xy X1 Xz Xar— Xz Xor— Xz
015= 0:=0.2 14.5 15.2 100.0 4.5 100.0 4.4
3= 05=0.5 92.0 92.7 100.0 4.4 100.0 4.2
o3~ 03=0.8 100.0 100.0 100.0 4.9 100.0 4.3

Table 3.Percent rejections of $1“No causality” (Q-statistic, DGP-1g;3=a,5=0.5)*

T=500
(133=0.2 (133=0.5 0.33=O.8
Xor— Xy Xy— Xy Xo— Xy Xy— Xy Xo— Xy Xy— Xy
15.0 12.7 55.2 52.9 92.9 92.7
T=1000
(133=0.2 (133=0.5 0.33=O.8
Xo— Xy Xy— Xy Xo— Xy Xy— Xy Xo— Xy Xy— Xy
21.8 21.5 83.0 82.7 99.9 100.0
T=2000
(X33:0.2 (X33:0.5 (133:0.8
Xo— Xy X1— Xy Xor— Xy X1— Xy Xo— Xy X1— Xy
354 35.6 98.2 98.9 100.0 100.0

J“a—b” stands for one-way causality from a to b.

L4
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Table 4.Percent rejections of $1“No causality” (DGP-1,a15= a,3= a33=0.5)* after removing the effect of the
“leading” variable

S Q
Xo— Xy Xy— Xy Xo— Xy Xy— Xy
T=500 4.9 4.6 6.7 6.8
T=1000 4.4 5.0 7.7 6.5
T=2000 4.5 4.1 6.9 6.4

Table 5.Percent rejections of §1“No causality” (Q;-statistic, DGP-2, b= b,= b;=0.8)"

Panel A (effect of “leading” variable is ignored)

T=500
Xo— Xy Xy— Xy Xar— Xy Xy— Xz Xar— Xy Xo— X
d= d=0.3 31.2 32.0 99.1 6.9 98.2 6.1
d= d=0.6 37.5 37.6 99.9 6.7 99.9 5.9
d= d=0.9 38.9 40.1 99.9 6.7 99.9 5.5
T=1000
Xar— Xy X1— Xz Xa— Xy X1 Xz Xar— X Xor— Xz
d;= d,=0.3 44.4 43.9 100.0 57 99.9 6.3
d;= d,=0.6 52.0 50.8 100.0 52 100.0 6.0
d;= d,=0.9 54.2 53.5 100.0 51 100.0 6.2
T=2000
Xo— Xy Xy— Xy Xar— Xy Xy— X Xar— Xy Xor— X
d= d=0.3 64.4 63.5 100.0 7.3 100.0 5.9
d= d=0.6 71.6 71.1 100.0 7.5 100.0 6.0
d,= d=0.9 73.4 73.6 100.0 7.3 100.0 6.2
Panel B (effect of “leading” variable is takenargccount)
d;= d,=0.3 d= d,=0.6 d=d,=0.9
Xo— Xy Xy— Xy Xo— Xy Xy— Xy Xo— Xy Xy— Xy
T=500 6.5 6.0 6.5 6.1 6.5 6.2
T=1000 59 7.2 6.0 7.2 6.1 7.2
T=2000 6.4 6.7 6.3 6.7 6.3 6.7

J“a—b” stands for one-way causality from a to b.
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Table 6.Percent rejections of §“No causality” (S-statistic, DGP-2, = b,= b3=0.8)"

Panel A (effect of “leading” variable is ignored)

T=500
Xar— Xy X1— Xz Xa— Xy X1 Xz Xar— Xa Xor— Xz
di= d,=0.3 27.1 27.1 97.5 55 96.8 5.6
di=d,=0.6 314 32.1 99.8 5.6 99.6 5.8
di=d,=0.9 33.3 33.3 99.9 5.8 99.9 5.8
T=1000
Xo— Xy Xy— Xy Xar— Xy Xy— Xz Xar— Xy Xo— X
di= d,=0.3 39.5 38.5 100 57 100 5.9
d;= d,=0.6 45.4 44.3 100 6.1 100 6.7
d;= d,=0.9 47.2 45.7 100 5.9 100 6.6
T=2000
Xar— Xy X1— Xz Xa— Xy X1 Xz Xar— X Xor— Xz
d;= d,=0.3 56.8 55.7 100 5.6 99.9 57
d;= d,=0.6 63.2 62.9 100 6.6 100 6.2
d= d,=0.9 65.1 65.3 100 6.5 100 6.4
Panel B (effect of “leading” variable is takenargccount)
di= d,=0.3 d= d,=0.6 d=d,=0.9
Xo— Xy Xy— Xy Xo— Xy Xy— Xy Xo— Xy Xy— Xy
T=500 5.3 4.3 5.2 4.4 54 4.6
T=1000 5.0 5.8 5.0 5.9 4.9 6.0
T=2000 5.8 5.9 5.6 5.9 5.6 5.8
Table 7. Causality tests
Panel A
AUS FR GER
AUS causes -0.738 -0.910
FR causes 2.869 -0.846
GER causes 7.043 3.338
Panel B
AUS FR GER
AUS causes -0.836 -0.915
FR causes -0.765 --- -0.822
GER causes -0.047 -0.541

AUS: Austria, FR: France, GER: Germany

Bold numbers indicate rejection of the null hypothedino causality at a 5% confidence level.

J“a—b” stands for one-way causality from a to b.
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Figure 1.Graphical representation of possible causal relai@mong three variables

Panel A (370, a,5#0) Panel B d;5=0, 0,370, 615#0)
True Process Test Result True Process TesttResu
X1t X Xa — Xat X — Xat
X / Xay / Xa A Xy Xy A Xy
\ Xot \ Xa X <> Xy
Xy # Xy Xy < Xa Xy B Xa Xy — X

“a—b” stands for one-way causality from a to b.
“a—b” stands for bilateral causality between a and b.
“a<T>b" stands for contemporaneous causality betwesmmdeb.
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